
VIP-ITS Chatbot



About ITS Chatbot
▷ Help TAs to handle high volumes of questions during the course and 

especially before deadlines and exams

▷ Provide a more personalized experience



Target Problem
1. Enhance the accuracy of the existing predictive model by 

incorporating additional features that can be used to calculate a new 
relevance metric

2. Increase the accuracy of chatbot responses using a new 
transformer-based model that generates answers for student 
questions based on the textbook, Piazza posts, and other available 
input

3. Add speech-to-text functionality to increase accessibility and explore 
further applications of audio input.



Predictive Model
Enhance the accuracy of the existing predictive model by 
incorporating additional features that can be used to calculate a new 
relevance metric.



Problem
▷ Chatbot prior: giving responses based exclusively on the similarity of 

the words
○ Similarity algorithm does not account for other factors/fields that 

would be useful to determine if a given response is relevant or not
▷ Goal: improve chatbot response accuracy by adding a relevance 

factor, so that multiple similar answers can be discriminated based on 
these other features

▷ How?
○ Analyze Piazza dataset for fields that were relevant
○ Use those fields in a relevance algorithm to determine more 

relevant responses for the chatbot



Layout of the Semester



Steps We Took
▷ Phase I - Explore the Data Set

○ Gathered information on useful fields to use as metrics for our 
algorithm

▷ Phase 2 - Relevance Definition
○ Used fields from Phase I to formulate an algorithm based on field 

importance

▷ Phase 3 - Relevance Analysis
○ Added the Relevance metric to the chabot using Piazza data 

which can be used to rank responses based in Similarity and 
Relevance



Data transformation



Problems We Ran Into
▷ Wanted to use previous semester’s similarity algorithm within our 

relevance definition

▷ After testing found that this algorithm was not very accurate - it 
currently operates as a “bag of words”. It does not take semantics into 
account which makes it hard to find “similar” questions

What We Tried
▷ Sorted data set using the “subject” field instead of the “content” field

▷ Yielded much smaller distances since answers are not based on 
semantics, responses are very limited 



Documentation
Google Collab Notebooks:

▷ Data Visualization
○ https://colab.research.google.com/drive/13AEOT_aE6Am4Z95rn

JtdQt70CTHF4Vsw?usp=sharing 

▷ Creating a Testing Set
○ https://colab.research.google.com/drive/1ZoxbpYomV3VZsNOh

7cMDxErjYKGnAqjZ?usp=sharing 
▷ Relevance Metric

○ https://colab.research.google.com/drive/1nI-HTkZ9Ud5lSRGrNp
vWEvo5y56aBoTt?usp=sharing 

https://colab.research.google.com/drive/13AEOT_aE6Am4Z95rnJtdQt70CTHF4Vsw?usp=sharing
https://colab.research.google.com/drive/13AEOT_aE6Am4Z95rnJtdQt70CTHF4Vsw?usp=sharing
https://colab.research.google.com/drive/1ZoxbpYomV3VZsNOh7cMDxErjYKGnAqjZ?usp=sharing
https://colab.research.google.com/drive/1ZoxbpYomV3VZsNOh7cMDxErjYKGnAqjZ?usp=sharing
https://colab.research.google.com/drive/1nI-HTkZ9Ud5lSRGrNpvWEvo5y56aBoTt?usp=sharing
https://colab.research.google.com/drive/1nI-HTkZ9Ud5lSRGrNpvWEvo5y56aBoTt?usp=sharing


Data Visualization



Data Visualization



Data Visualization



Results

- New dimensions to the chatbot dataset which are used to 
calculate a Relevance metric 



Results

- A single dataframe that contains all information required 
for Similarity and Relevance analysis along with the actual 
Piazza text. Makes it easier to work with the chatbot

 



Results

- Re-implemented Similarity Engine using Vectorized 
Matrix Operations (with Pandas) that significantly 
improves performance

Previous implementation:

Up and running in 2+ minutes

Memory usage tops 4.5GB while loading the data

New implementation:

Up and running in 20+ seconds

Memory usage tops 2.5GB while loading the data



Instructor answer

Student answer

Relevance function

Views

Followups

Score

Days since was 
posted

Interest Bias Time

The following dimensions have been added and categorized

Each is assigned a 

0.2

0.2

0.4

1.0

0.2 0.1

Weight

The metrics are normalized using the min/max method

E.g. if number of views max value is 35 (xmax), min value is 1 
(Xmin) and a given post had 12 views (x), then this particular 
post’s number of views is normalized to

(12 - 1) / (35 - 1) = 0.32

We apply the 
weight to this 

value

interest= views    * weights[views] +

  followups * weights[followups] +

  score     * weights[score] +

bias = i_answers * weights[instructors] +

  s_answers * weights[students] +

time = days * weights[time]

relevance = interest + bias + time



Relevance function

Time Interest Bias

normalized

Relevance



Relevance library (Python)
from SearchByRelevanceAndSimilarity import SearchByRelevanceAndSimilarity

search_questions = SearchByRelevanceAndSimilarity(data_location="./piazza_data")

questions = search_questions.get_similar_questions(question)

columns = ['distance', 'question', 'relevance', 'temporal', 'bias', 'interest', ...] # Filter by columns

questions[columns] # Use the columns

(e.g. for question = "how do we write the expression of the frequency")

answers

sorted by 
relevance

Distance 
(similarity)

  added 
features



Chatbot example



Chatbot example



Chatbot example



Next?
▷ Improve Similarity Engine
▷ Normalize data on a per-semester and per-user count

▷ Need to complete the development of a training-set to find weights 

for each dimensions using ML mechanisms

▷ Link answers from Piazza to textbook which can offer better/more 

detailed responses

▷ Link analysis (new dimension)

▷ Incorporate feedback we’ve received



Generative Model
Increase the accuracy of chatbot responses using a new 
transformer-based model that generates answers using Piazza data 
and DSP First textbook paragraphs as contexts.



What We Had Before This Semester
▷ A Word2Vec model that:

○ Converts the training data (Piazza and textbook) into vectors

○ Given user query, convert the query to query vector Q

○ Find the training data vector V that has the highest cosine 
similarity with Q

○ Use V to reference back to the original entry in the training data

○ If the entry is a Piazza question, return the corresponding answer 
based on the Piazza thread. Otherwise, the entry is a paragraph(s) 
from the textbook; return it directly.



Why Transformer Model?
▷ Word2Vec only encodes occurences of words, but not semantics

▷ A transformer model captures the sequential relationships of words in 
a text and learns to focus on relevant words

▷ We hope a transformer model can understand more symbols and 
formulae and respond to questions more concisely and precisely



Word2Vec-Transformer Model
▷ It takes time for a Transformer model to retrieve top n

relevant contexts

▷ Instead, use Word2Vec to retrieve most relevant candidate contexts, 
from which the Transformer extract candidate answers



Results

▷ We realized two directions to improve the performance

○ Improve on context retrieval

■ Finetune data preprocessing
■ Use a more robust model than Word2Vec (e.g. another 

Transformer)

○ Improve on answer extraction given contexts

■ Filter Transformer-generated answers



Dual-Transformer Model
▷ We experimented a Dual-Transformer model which:

○ Retrieves most relevant candidate contexts with Transformer A.

○ Extracts answers from candidate contexts with another 

Transformer B.

▷ IDEA: 
What if we only use Transformer A and build a model like the old 
Word2Vec?



Sentence Transformer
▷ We experimented a Sentence Transformer model which:

○ Retrieves most relevant entry from the training data using a 

Transformer.

○ If the entry is a Piazza question, return the corresponding answer 

based on the Piazza thread. Otherwise, the entry is a paragraph(s) 

from the textbook; return it directly.



To sum up...

Word2Vec
Use Word2Vec to find 
most similar documents

Use Transformer to find 
most relevant contexts

User query
Transformer

Similar/Relevant 
Document Retrieval

-

Transformer

-

Transformer

Word2Vec Model: References the most 
similar documents back to the “Piazza 
answer” or “paragraph” entries  as output

Answer 
Retrieval/Generation

Word2Vec-Transformer: Extracts answer 
from the most similar documents using 
Transformer as output

Sentence Transformer: References the 
relevant contexts back to the “Piazza 
answer” or “paragraph” as output

Dual Transformer: Extracts answer from 
the relevant contexts using a second 
Transformer and outputs it



What’s the difference?
▷ The old model, namely Word2Vec, consists of two parts:

○ Find the most similar entry from training data

○ If the entry is a Piazza question, return the corresponding answer 
based on the Piazza thread. Otherwise, the entry is a paragraph(s) 
from the textbook; return it directly.

▷ A Transformer-based Model, also works in two parts:

○ Retrieves most relevant entries (we call them “candidate 
contexts”)

○ Extracts answers from candidate contexts and return the best 
one



What We Have Now



Things We’ve Tried
▷ Developed a Word2Vec-Transformer Model

▷ Developed a Dual-Transformer Model

▷ Developed a Sentence Transformer Model

▷ Evaluated Transformer answer confidence



Relevant Readings
▷ Word2Vec Explained: 

http://jalammar.github.io/illustrated-word2vec/

▷ Transformer Explained: 
http://jalammar.github.io/illustrated-transformer/

▷ Reading on BERT (a Transformer QA model): 
https://towardsdatascience.com/bert-nlp-how-to-build-a-question-a
nswering-bot-98b1d1594d7b

▷ Another reading on BERT: 
https://medium.com/saarthi-ai/build-a-smart-question-answering-sy
stem-with-fine-tuned-bert-b586e4cfa5f5

http://jalammar.github.io/illustrated-word2vec/
http://jalammar.github.io/illustrated-transformer/
https://towardsdatascience.com/bert-nlp-how-to-build-a-question-answering-bot-98b1d1594d7b
https://towardsdatascience.com/bert-nlp-how-to-build-a-question-answering-bot-98b1d1594d7b
https://medium.com/saarthi-ai/build-a-smart-question-answering-system-with-fine-tuned-bert-b586e4cfa5f5
https://medium.com/saarthi-ai/build-a-smart-question-answering-system-with-fine-tuned-bert-b586e4cfa5f5


Recall our plan to improve Word2Vec-Transformer

▷ We realized two directions to improve the performance

○ Improve on context retrieval

■ Finetune data preprocessing
■ Use a more robust model than Word2Vec (e.g. another 

Transformer) 

→ Sentence Transformer and Dual Transformer

○ Improve on answer extraction given contexts

■ Filter Transformer-generated answers



Filter Transformer-generated answer with confidence scores

▷ Generate confidence scores for the n answers generated from n 
candidate contexts

▷ Hoped to filter the answers based on confidence scores



Implementation



Examples: “What are FIR filters?”
Answer:  removes certain frequencies

Confidence:  [1.]

Answer:  to remove rapid fluctuations in signals

Confidence:  [4.65888615e-15]

Answer:  finite impulse response

Confidence:  [5.38018616e-32]

Answer:  each output sample is the sum of a finite number of weighted 
samples of the input sequence

Confidence:  [2.74878501e-43]



Examples: “Are calculators allowed for the exams?”
Answer:  it says on the package that it is acceptable for sat / act / ap tests

Confidence:  [1.]

Answer:  no graphing is allowed

Confidence:  [1.56288219e-18]

Answer:  calculators are allowed

Confidence:  [2.05388455e-85]

Answer:  calculators are allowed

Confidence:  [2.05388455e-85]

Answer:  simple computations ( with or without a calculator ) do not 
  require any justification

Confidence:  [3.76182078e-87]



Results
▷ There are 1-2 (usually 1) answer with extremely high confidence 

compared to the rest.

▷ The model is not confused between multiple very likely answers

▷ Candidate contexts determines the relevance of the answer, and most 
candidate contexts are not as “good” as the “best” one



Examples: “What are FIR filters?”

Word2Vec

What function 
should we use when 
trying to apply an IIR 
Filter to an input 
signal in Matlab, 
since firfilt is just for 
FIR filters?

Word2Vec-Transformer
1. If there are any poles not at 

the origin or infinity, you have 
a IIR, so you can automatically 
rule out the last two because 
they are FIR filters. When the 
zero is at the origin: If there is 
a single pole along the positive 
x axis, your impulse response 
is b(a^n)u[n] where a < 1, so 
you get a decaying response. If 
there is a single pole along the 
negative x axis, the impulse 
response is b(a^n)u[n], where   
-1 < a < 0, so you get 
something that looks like m: 
the magnitude decays but the 
sign alternates. When

Sentence Transformer
… FIR filters can be 
used to remove rapid 
fluctuations in 
signals… In 
Chapter~※, we will 
further develop our 
understanding of FIR 
systems.

(DSP First paragraph) 

Dual-Transformer
1. … the second approach is 

an FIR filter that also 
removes certain 
frequencies… 

2. … FIR filters can be used 
to remove rapid 
fluctuations in signals… 

3. … FIR filters have a finite 
impulse response… 

4. for which each output 
sample is the sum of a 
finite number of weighted 
samples of the input 
sequence. We will define 
the basic input output 
structure of the FIR 
filter… 

5. the general class of 
feedback systems… since 
output samples are 
computed in terms of 
previously computed… 

RED: candidate contexts



Examples: “What are FIR filters?”

Word2Vec

We learn about it in 
Lab 11. From the pdf: 
3.3 IIR Filter 
Implementation In 
MATLAB the 
function that does 
IIR filtering is called 
filter. It requires the 
numerator (num) and 
denominator (den) 
coefficients,yy = 
filter( num, den, xx )... 

Word2Vec-Transformer

1. if there are any 
poles not at the 
origin or infinity , 
you have a iir , so 
you can 
automatically rule 
out the last two 
because they are 
fir filters

Sentence Transformer
… FIR filters can be 
used to remove rapid 
fluctuations in 
signals… In 
Chapter~※, we will 
further develop our 
understanding of FIR 
systems.

(DSP First paragraph) 

Dual-Transformer
1. removes certain 

frequencies
2. to remove rapid 

fluctuations in 
signals

3. finite impulse 
response

4. each output 
sample is the sum 
of a finite number 
of weighted 
samples of the 
input sequence

5. feedback systems

BLUE: generated answers



Examples: “What are finite-impulse-response filters?”

Word2Vec

<p>If you have an IIR 
Filter, say y[n] = 
y[n-1]&#43;x[n-5], 
how would we find the 
impulse response? For 
(b0(a1)^n)*u[n] to 
work, we have to have 
b0x[argument of 
y[n&#43;1]], right? so 
for the above would 
the impulse response 
be zero?</p>

Word2Vec-Transformer
1. The difference between an 

IIR and FIR lowpass filter 
can be best understood 
from the pole-zero plot, 
since the frequency 
response plots may look 
identical. FIR is 
represented by a finite 
number of coefficients, 
hence the peaks would look 
"cosine-like", whereas…

2. Note the difference 
between FIR and IIR filters, 
and think about how you 
could construct and 
simplify an overall system 
function $$H(z)$$: $$x[n]... 

Sentence Transformer
… the impulse response 
\(h[n]\) of the FIR filter is 
simply the sequence of 
difference equation 
coefficients. Since \(h[n] = 
0\) for \(n<0\) and for 
\(n>M\), the length of the 
impulse response 
sequence \(h[n]\) is finite. 
This is why the system is 
called a finite impulse 
response, (FIR) system… 

(DSP First paragraph)

Dual-Transformer
1. … the impulse response 

\(h[n]\) of the FIR filter 
is simply the sequence 
of difference equation 
coefficients… This is 
why the system is 
called a finite impulse 
response, (FIR) 
system… 

2. … For an FIR filter, the 
pole/zero plot will have 
all of its poles at the 
origin.

3. ...  FIR filters have a 
finite impulse 
response, such as 
something that can be 
written as a finite 
series of b(k)={... } 
values . 



Examples: “What are finite-impulse-response filters?”

Word2Vec

Lecture 23 has an 
example worked out 
of an IIR filter's 
impulse response. 
Specifically, look at 
how the example on 
slide 31 uses a time 
delay property for 
the relevant terms. 

Word2Vec-Transformer

1. fir is represented 
by a finite number 
of coefficients

2. fir

Sentence Transformer
… the impulse response 
\(h[n]\) of the FIR filter is 
simply the sequence of 
difference equation 
coefficients. Since \(h[n] = 
0\) for \(n<0\) and for 
\(n>M\), the length of the 
impulse response 
sequence \(h[n]\) is finite. 
This is why the system is 
called a finite impulse 
response, (FIR) system… 

(DSP First paragraph)

Dual-Transformer
1. the sequence of 

difference 
equation 
coefficients

2. fir filter , the pole 
/ zero plot will 
have all of its 
poles at the 
origin

3. something that 
can be written as 
a finite series of 
b ( k ) = { . . . } 
values



Examples: “Explain continuous-to-discrete conversion.”

Word2Vec

… A-to-D converters 
differ from ideal 
C-to-D converters 
because of 
real-world problems 
such as amplitude 
quantization to 12 or 
16 bits, jitter in the 
sampling times, and 
other factors that 
are difficult to 
analyze…. 

(DSP paragraph)

Word2Vec-Transformer

1. … Clearly this isn't 
the response of a 
system to an input; 
applying the DTFT 
to the input does 
something else. In 
fact, it calculates 
the spectrum of 
$$x[n]$$ over a 
continuum of 
frequencies 
$$\hat\omega$$.

Sentence Transformer

… How does the 
D-to-C converter 
work? In this section, 
we explain how the 
D-to-C converter 
does interpolation, 
and then describe a 
practical system that 
is nearly the same as 
the ideal D-to-C 
converter… 

(DSP First paragraph)

Dual-Transformer

(None)



Examples: “Explain continuous-to-discrete conversion.”

Word2Vec

… A-to-D converters 
differ from ideal 
C-to-D converters 
because of 
real-world problems 
such as amplitude 
quantization to 12 or 
16 bits, jitter in the 
sampling times, and 
other factors that 
are difficult to 
analyze…. 

(DSP paragraph)

Word2Vec-Transformer

1. it calculates the 
spectrum of $ $ x [ 
n ] $ $ over a 
continuum of 
frequencies

Sentence Transformer

… How does the 
D-to-C converter 
work? In this section, 
we explain how the 
D-to-C converter 
does interpolation, 
and then describe a 
practical system that 
is nearly the same as 
the ideal D-to-C 
converter… 

(DSP First paragraph)

Dual-Transformer

(None)



Examples: “Explain C-to-D conversion.”

Word2Vec

<p>Do we explain 
our thought process 
for each individual 
problem? (for 
example 1.1a, 1.1b, 
1.1c... ) or can we 
explain it for the 
problem as a whole 
(just 1.1)?</p>

Word2Vec-Transformer

(None)

Sentence Transformer
An A-to-D does two things 
to a continuous-time signal 
$$x(t)$$: It samples, say 
$$x[n] = x( n / f_s )$$It 
rounds each sample to one 
of $$2^b$$ values, where 
$$b$$ is the number of bits 
of precision. The C-to-D 
does only the first step, 
without any rounding 
(quantization). You can 
think of the C-to-D as an 
A-to-D with infinite 
precision ($$b = \infty$$).

(DSP First paragraph)

Dual-Transformer
1. An A-to-D does two 

things to a 
continuous-time signal 
$$x(t)$$: It samples, 
say $$x[n] = x( n / f_s 
)$$It rounds each 
sample to one of 
$$2^b$$ values, where 
$$b$$ is the number of 
bits of precision. The 
C-to-D does only the 
first step, without any 
rounding 
(quantization). You can 
think of the C-to-D as 
an A-to-D with infinite 
precision ($$b = 
\infty$$).



Examples: “Explain C-to-D conversion.”

Word2Vec

Since 1.1 asks you to 
do the same task for 
each subsection you 
can just have one 
explanation for the 
whole problem. 

Word2Vec-Transformer

(None)

Sentence Transformer
An A-to-D does two things 
to a continuous-time signal 
$$x(t)$$: It samples, say 
$$x[n] = x( n / f_s )$$It 
rounds each sample to one 
of $$2^b$$ values, where 
$$b$$ is the number of bits 
of precision. The C-to-D 
does only the first step, 
without any rounding 
(quantization). You can 
think of the C-to-D as an 
A-to-D with infinite 
precision ($$b = \infty$$).

(DSP First paragraph)

Dual-Transformer
1. an a - to - d does two 

things to a continuous - 
time signal $ $ x ( t ) $ $ 
: it samples , say $ $ x [ 
n ] = x ( n / f _ s ) $ $ it 
rounds each sample to 
one of $ $ 2 ^ b $ $ 
values , where $ $ b $ $ 
is the number of bits of 
precision . the c - to - d 
does only the first step 
, without any rounding ( 
quantization ) . you can 
think of the c - to - d as 
an a - to - d with infinite 
precision



Examples: “What is phase difference?”

Word2Vec

In 3.3.1, what value 
should I have to put 
for phase1 and 
phase2?

Word2Vec-Transformer

(None)

Sentence Transformer

Just for clarity can 
someone explain the 
difference between 
phase, frequency and 
period

Dual-Transformer

1. Period is the 
amount of time in 
one cycle of the 
sinusoid, and can 
measured as the 
distance between 
the peaks of the 
sinusoid. 
Frequency is the 
number of cycles in 
a second, and is the 
inverse of the 
period. Phase is the 
distance that the 
sinusoid is shifted 
from zero.



Examples: “What is phase difference?”

Word2Vec

It doesn't matter. 
When you take the 
derivative to find the 
instantaneous 
frequency, the phase 
is a constant, so it 
goes away.

Word2Vec-Transformer

(None)

Sentence Transformer

Period is the amount 
of time in one cycle of 
the sinusoid, and can 
measured as the 
distance between the 
peaks of the sinusoid. 
Frequency is the 
number of cycles in a 
second, and is the 
inverse of the period. 
Phase is the distance 
that the sinusoid is 
shifted from zero.

Dual-Transformer

1. the distance 
that the 
sinusoid is 
shifted from 
zero



Examples: “Are calculators allowed for the exams?”

Word2Vec

 <p>What kind of 
calculator should we 
have for the exam? I 
have a scientific 
calculator, do I need 
to have a graphing 
calculator for the 
exam?</p>

Word2Vec-Transformer
1. … in AP tests, some problems 

allow or require you to use the 
graphing capability of the 
calculator while other 
problems specifically prohibit 
you from using graphing. In 
our tests, no graphing is 
allowed.

2. Not the focus of this Exam, 
however both of these 
concepts should be 
understood.

3. Yes, calculators that cannot 
connect to the internet are 
allowed…. A simple "scientific" 
calculator should be enough 
to calculate the trigonometric 
functions required for the 
course.

Sentence Transformer

It is fine to use your 
calculator.

Dual-Transformer
1. … I bought a graphing 

calculator… It says on the 
package that it is 
acceptable for 
SAT/ACT/AP tests… 

2. … In our tests, no 
graphing is allowed.

3. Quiz 1 open note, open 
book. Calculators are 
allowed. MATLAB is 
allowed. 

4. Quiz 1 open note, open 
book. Calculators are 
allowed. MATLAB is 
allowed. 

5. Simple computations 
(with or without a 
calculator) do not require 
any justification. Try to 
provide guidance to your 
grading TA… 



Examples: “Are calculators allowed for the exams?”

Word2Vec

Any calc that has 
polar, cartesian form 
calculations and 
common trig 
functions should be 
sufficient.

Word2Vec-Transformer

1. no graphing is 
allowed

2. not the focus of 
this exam

3. yes , calculators 
that cannot 
connect to the 
internet are 
allowed

Sentence Transformer

It is fine to use your 
calculator.

Dual-Transformer

1. it says on the 
package that it is 
acceptable for sat / 
act / ap tests

2. no graphing is 
allowed

3. calculators are 
allowed

4. calculators are 
allowed

5. simple 
computations ( with 
or without a 
calculator ) do not 
require any 
justification



Results
▷ All models perform similarly on logistical questions.

▷ Sentence Transformer or Dual-Transformer spends more time to 
output responses than a Word2Vec or Word2Vec-Transformer. 
However, they perform better than the other two.

▷ Word2Vec-Transformer seems to be largely dependent on the 
relevance of the candidate contexts retrieved by the Word2Vec part 
of it, which does not perform well



Plans for future semesters
▷ Explore more annotated data in this domain

▷ Improve on the run-time of Sentence-Transformer and 
Dual-Transformer

▷ Train the pre-trained model further with our data

▷ Compare current models with the work done by Predictive Team



Front-end
Add speech-to-text functionality to increase accessibility and 
explore further applications of audio input.



What we have now



Things we have tried
▷ Explored two APIs to transcribe audio

○ Wit.ai
○ Google Speech Recognition

▷ Split the audio files into chunks of constant time each to better handle 
long audio files
○ Pydub

▷ Developed a service that transcribes audio files and users recordings 
from microphones

▷ Stored the transcripts and timestamps to the SQLite database



Audio Processing using Pydub
▷ Split the audio file into chunks of 10 seconds each 

○ Might interrupt sentences in between and the API might not be 
able to recognize incomplete words

▷ Split the audio file based on silence in between words
○ Process the audio file sentence by sentence
○ Will not cause any interruptions

▷ Split the audio file into small chunks of a constant interval
○ Slicing is done with overlap so that the next chunk will begin from 

a constant time backward
○ If any word gets interrupted, it can be covered by this overlap



Microphone Input - Motivation
▷ User Experience (UX)

▷ Improves accessibility and ease-of-use

▷ Accessibility guidelines set by American Disability Act (ADA)



Microphone Input - What we have tried
▷ PyAudio library for audio input

▷ 3 APIs for Speech-to-Text were tested

▷ Microsoft Azure Paid free trial

▷ Wit.ai - open source library

▷ Uses Google Speech Recognition (free version)

▷ Sending transcripts to SQLite database



Microphone Input - Key features
▷ Fast real-time voice input via PyAudio library

▷ Fast transcription using Google Speech Recognition

▷ Audio length is dynamic; prints transcription once user is done 

speaking

▷ Transcripts stored in database



Microphone Input - Block Flow Diagram

User records voice 
input using microphone PyAudio Google Speech 

Recognition

Database

Transcript processed 
by machine learning 
algorithm(s)

Chatbot 
displays 
response



Microphone Input - User Interface Demonstration

Step 1: User clicks Mic Input button

Step 2: Chatbot enters input text 
after processed by speech-to-text

Step 3: Input processed 
by chatbot and 
response is given



Storing Transcripts in SQLite database
▷ Transcripts

▷ Timestamps for when the audio was transcribed

▷ Archive allows for larger file storage with atomic incremental 
updating (faster querying)

▷ Store small sized sound files as BLOB fields

▷ Using json1 extension for storing JSON files (with transcription) as 
ordinary text



SQLite3 Code Sample Framework



Issues we ran into
▷ While splitting audio files, sentences are interrupted due to the 

program using the splitting into chunks of constant size

▷ Splitting audio files based on silence is difficult as we need to know the 
dBFS of the audio files in order to set a threshold to consider which 
parts of the audio files are silent 

▷ Originally without splitting audio files, long audio files caused the 
program to time out occasionally



Plans for Subsequent Semesters
▷ Looking further into storing transcription data into SQLite database

○ Streamlining storage process of JSON files

▷ Adding a numerical feedback system to facilitate long-term 
improvement for the chatbot 


